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1
SYSTEM AND METHOD FOR PRIORITY
BASED FLOW CONTROL BETWEEN NODES

This application claims priority to provisional patent appli-
cation No. 61/502,393, filed Jun. 29, 2011, which is incorpo-
rated by reference herein, in its entirety, for all purposes.

BACKGROUND

1. Field of the Invention

The present invention relates generally to network systems
and, more particularly, to a system and method for priority-
based flow control between nodes.

2. Introduction

Networked systems can include a plurality of nodes that are
arranged in a topology that can be discovered. Discovery of
the configured topology enables an identification of the par-
ticular traffic routing between nodes in the network. For
example, the discovered topology enables an identification of
the shortest path between two nodes in the network.

One example of a particular network topology is a ring
topology. Ring topologies are beneficial in its creation of path
redundancy between nodes. While this path redundancy is
beneficial in the increased reliability that results, ring topolo-
gies can lead to traffic flow control issues due to loops that
exist in the network. What is needed therefore is a mechanism
that ensures that deadlock issues within a loop topology are
prevented while maintaining the best utilization of network
resources.

SUMMARY

A system and/or method for priority-based flow control
between nodes, substantially as shown in and/or described in
connection with at least one of the figures, as set forth more
completely in the claims.

BRIEF DESCRIPTION OF THE DRAWINGS

In order to describe the manner in which the above-recited
and other advantages and features of the invention can be
obtained, a more particular description of the invention
briefly described above will be rendered by reference to spe-
cific embodiments thereof which are illustrated in the
appended drawings. Understanding that these drawings
depict only typical embodiments of the invention and are not
therefore to be considered limiting of its scope, the invention
will be described and explained with additional specificity
and detail through the use of the accompanying drawings in
which:

FIG. 1 illustrates an example of a shortest-path-first for-
warding in a network.

FIG. 2 illustrates an example of spanning-tree forwarding
in a network.

FIG. 3 illustrates an example of a deadlock scenario in a
loop topology.

FIG. 4 illustrates a flowchart of a process of setting up a
network for priority-based forwarding trees.

FIG. 5 illustrates a flowchart of a process of priority-based
forwarding in a network node.

FIG. 6 illustrates an example of priority-based forwarding
in a network

DETAILED DESCRIPTION

Various embodiments of the invention are discussed in
detail below. While specific implementations are discussed, it
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should be understood that this is done for illustration pur-
poses only. A person skilled in the relevant art will recognize
that other components and configurations may be used with-
out parting from the spirit and scope of the invention.

Networked systems typically include redundant links to
allow traffic to traverse the network even in the case of a
failure in a particular link. Such topologies often result in
physical loops. Forwarding trees are used to ensure that traffic
does not loop indefinitely within the network system.

Shortest-path-first trees are used so that all (or most) ofthe
links are utilized from the overall network perspective and to
minimize the number of hops traversed by traffic through the
system. The forwarding path for traffic in a shortest-path-first
tree is dependent on which node of the networked system the
traffic first entered. For a given forwarding tree, certain links
are disabled. However, the union of all the forwarding trees in
the network system is such that all links are utilized. FIG. 1
illustrates how all links are utilized in a three node ring
topology.

With spanning trees, on the other hand, the forwarding
paths are the same regardless of which node the traffic entered
into the network system. Here, a spanning tree protocol can be
used to provide path redundancy while preventing undesir-
able loops in the network. For a network to function properly,
only one active path can exist between two stations.

One disadvantage of spanning trees is that the disabled
links are not utilized in the steady state. The disabled links
would only be used when a link failure occurs and a redundant
path is activated. Consequently, traffic may have to traverse
more hops through the network as compared to a shortest-
path-first tree.

FIG. 2 illustrates how one link is disabled in a three-node
ring topology. As illustrated, communication between nodes
210 and 220 would traverse a path that includes an additional
hop as compared to traversing a direct path using the disabled
link.

The use of shortest-path-first forwarding trees provides the
best utilization of resources within a network system. Unfor-
tunately, deadlock scenarios can result such that no traffic can
flow through the system. Consider, for example, a system that
consists of three nodes in a ring topology. For simplicity, only
one direction of data traffic is shown in the illustration of FIG.
3.

In one scenario, it is possible to get into a state where Unit
3 becomes congested and needs to pause its link partner Unit
2. Unit 3 would then send a PAUSE frame to Unit 2 using
communication 302. The receipt by Unit 2 of the PAUSE
frame would in turn cause Unit 2 to become congested. Unit
2 would then send a PAUSE frame to Unit 1 using commu-
nication 304. The receipt by Unit 1 of the PAUSE frame
would in turn cause Unit 1 to become congested. Unit 1 would
then send a PAUSE frame to Unit 3 using communication
306.

As this example illustrates, the congestion spreads and the
loop topology results in a deadlock where each unit is con-
stantly being paused and constantly pausing its peer. The end
result of the pause messages is that no traffic flows through the
system.

In the present invention, it is recognized that while dead-
lock scenarios in a loop topology can be averted using span-
ning tree technology, such deadlock avoidance comes at the
price of decreased utilization of network systems and
increased latency of traffic traversing the system. It is there-
fore a feature of the present invention that priority-based flow
control can be used to avert deadlock scenarios in a manner
that does not suffer from decreased network utilization and
increased latency.
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As will be described in greater detail below, priority-based
forwarding trees can leverage shortest-path-first forwarding
trees and spanning trees in combination. In one embodiment,
best-effort traffic within the network system can be accom-
modated using shortest-path-first forwarding trees, thereby
ensuring efficient utilization of network resources, while
lossless traffic within the network system can be accommo-
dated using a spanning tree, thereby ensuring a loop-free
topology that is not prone to deadlock scenarios.

To illustrate the features of the present invention, reference
is now made to FIG. 4, which illustrates a flowchart of a
process of setting up a network to implement priority-based
flow control. In this setup process, it is assumed that the
network system has a plurality of physically-connected net-
work nodes, each of the network nodes having a unique node
D.

As illustrated, the process begins at step 402 where the
nodes in the network system begin an initialization process
where each node participates in a discovery process. In this
discovery process, each node participates in building a view
of all the nodes within the network system and a view of how
those nodes are connected to each other. One node can act as
the system manager in this process. As would be appreciated,
this discovery process can occur automatically or as a result
of user configuration. Here, it should be noted that the par-
ticular discovery mechanism used would be implementation
dependent without departing from the present invention.

At step 404, after a view of all nodes and connections
between them have been established, each node can calculate
the shortest-path-first forwarding tree that will be used for
traffic that enters the network system on that node. Addition-
ally, at step 406, a single spanning tree is calculated for all the
nodes such that the root of the tree is the system manager. As
would be appreciated, the process steps represented by steps
404 and 406 can be performed independently and need not be
strictly sequential.

At step 408, after the shortest-path-first and spanning trees
have been determined, a network administrator can then con-
figure a set of priorities to be given lossless treatment in the
network system. Configuration of the set of priorities by the
network administrator enables the network nodes to identify
lossless-priority traffic that is eligible to be paused via prior-
ity-based flow control. In one embodiment, this configuration
occurs on the system manager and is distributed to all nodes
in the network system. After configuration, each node in the
network system has enough information to determine the
proper forwarding behavior for each packet.

FIG. 5 illustrates a process within a configured network
node for implementing a priority-based flow control process.
As illustrated, the process begins at step 502 where a config-
ured network node receives a packet on an ingress port. In
general, as each packet enters a given node, processing occurs
within the network node to determine the forwarding path.
The forwarding path can include one or more egress ports to
which the packet will be forwarded. Egress ports can include
external ports that are connected to devices that are not part of
the network system and internal ports that are connected to
other nodes within the network system. Each internal port can
belong to a shortest-path-first tree and/or a spanning tree.

If packet processing determines that the packet must be
forwarded to other nodes in the system, then the set of egress
ports initially includes all internal ports. In the present inven-
tion, the forwarding of the received packet by the configured
network node to internal ports is dependent on the packet’s
priority, which is identified at step 504.

The identification of the packet’s priority enables an iden-
tification of the proper forwarding behavior in accordance
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with the node’s configuration. Here, the identified packet
priority is compared, at step 506, against the configuration to
determine if any internal egress ports should be removed from
the set of egress ports.

In one embodiment, the packet priority can be identified
based on the 801.1p priority value within the packet. In other
embodiments, the packet priority can be identified based on
some other priority value such as that contained in the IP Type
of Service (ToS) field, the IP Differentiated Services Code
Point (DSCP) field, or the like. As would be appreciated, any
field indicative of a relative priority can be used as an input to
a comparison relative to configured values.

In one embodiment, it is determined at step 508 whether
the packet’s priority matches the configured lossless priority.
If it is determined at step 508, that the packet’s priority does
match the configured lossless priority, then the process con-
tinues to step 510 where the packet is routed using the span-
ning tree. In this routing using the spanning tree, the set of
internal egress ports is masked such that only the internal
ports belonging to the spanning tree remain in the set of
internal egress ports.

Here, it should be noted that it is possible that the resulting
set of internal egress ports is an empty set, which means that
such a packet will not be forwarded to any other nodes in the
network system. This scenario can occur, for example, when
apacket arrives on an ingress port that is the only internal port
belonging to the spanning tree. It should further be noted here
that the set of external egress ports is not affected by this
process.

On the other hand, if it is determined at step 508, that the
packet’s priority does not match the configured lossless pri-
ority, then the process continues to step 512 where the packet
is routed using the shortest-path-first tree. In this routing
using the shortest-path-first tree, the set of internal egress
ports is masked such that only the internal ports belonging to
the shortest-path-first tree remain in the set of internal egress
ports.

Here, it should be noted that it is possible that the resulting
set of internal egress ports is an empty set, which means that
such a packet will not be forwarded to any other nodes in the
network system. This scenario can occur, for example, when
apacket arrives on an ingress port that is the only internal port
belonging to the shortest-path-first tree. Again, the set of
external egress ports is not affected by this process.

FIG. 6 illustrates an example of priority-based flow control
for broadcast traffic received on Unit 1 in a three-node ring
topology. As illustrated, when the packet ingresses external
port 1 on Unit 1, the packet processing would initially deter-
mine whether the packet should be forwarded. If the packet
processing determines that the packet must be forwarded to
other nodes in the system, then the set of egress ports initially
includes all of Unit 3’s internal ports (i.e., internal ports 2 and
3).

The packet processing would then identify the packet pri-
ority, using, for example, the priority value contained within
the received packet. If the packet processing determines that
the identified packet priority matches a configured lossless
priority, then the received packet will be routed using a span-
ning tree. As illustrated in FIG. 6, the spanning tree that is
applied to a configured lossless priority has disabled the link
between Unit 2 and Unit 3. As such, the packet processing
would apply the spanning tree to the initial set of internal
egress ports by masking the initial set of internal egress ports
such that only the internal egress ports belonging to the span-
ning tree remain in the set of internal egress ports. Specifi-
cally, the initial set of internal egress ports (i.e., internal ports
2 and 3) would be masked such that only internal port 2 would
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remain in the set. The result from such a masking is that the
received packet would only be forwarded to internal port 2 (as
well as any external egress ports that may exist on Unit 3).

Conversely, if the packet processing determines that the
identified packet priority does not match the configured loss-
less priority, then the received packet will be routed using a
shortest-path-first tree. As illustrated in FIG. 6, the shortest-
path-first tree includes both internal port 2 and internal port 3.
As such, the packet processing would apply the shortest-path-
first tree to the initial set of internal egress ports by masking
the initial set of internal egress ports such that only the inter-
nal egress ports belonging to the shortest-path-first tree
remain in the set of internal egress ports. Specifically, no ports
are removed from the initial set of internal egress ports
because both internal ports 2 and 3 belong to the shortest-
path-first tree. In this case the packet is forwarded to both
internal ports 2 and 3 (as well as any external egress ports that
may exist on Unit 3).

As has been described, the present invention allows for the
advantages of shortest-path-first trees for traffic that is not
susceptible to pause deadlocks, while taking advantage of the
loop-free nature of spanning trees to prevent pause deadlocks
for traffic. In general, the principles of the present invention
may also provide benefits for any scenario or environment
that can benefit from using different forwarding tree algo-
rithms for different traffic based on traffic priority.

The priority-based selection of forwarding trees represents
one example of priority-based flow control between nodes
and is not intended to be limiting on the scope of the present
invention. More generally, a set of network nodes can be
configured to collectively implement any flow control
scheme that is dependent on traffic priority.

These and other aspects of the present invention will
become apparent to those skilled in the art by a review of the
preceding detailed description. Although a number of salient
features of the present invention have been described above,
the invention is capable of other embodiments and of being
practiced and carried out in various ways that would be appar-
ent to one of ordinary skill in the art after reading the dis-
closed invention, therefore the above description should not
be considered to be exclusive of these other embodiments.
Also, it is to be understood that the phraseology and termi-
nology employed herein are for the purposes of description
and should not be regarded as limiting.

What is claimed is:
1. A priority based flow control method in a network node,
comprising:

receiving a packet on an internal ingress port of said net-
work node;

identifying a packet priority of said received packet,
wherein said identifying comprises identifying a packet
priority using a differentiated services code point field in
said received packet;

selecting a forwarding tree to apply to said received packet
from a set of forwarding trees that includes a spanning
tree and a shortest path first tree, wherein said selection
is based on said identified packet priority, said spanning
tree identifying a first set of other network nodes for
further forwarding processing of said received packet,
and said shortest path first tree identifying a second set of
other network nodes for further forwarding processing
of said received packet; and

forwarding said received packet to a set of internal egress
ports for transmission to one of said first set and second
set of other network nodes for further forwarding pro-
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cessing of said received packet, said set of internal
egress ports determined based on said selected forward-
ing tree.

2. The method of claim 1, wherein said forwarding com-
prises forwarding using a spanning tree.

3. The method of claim 1, wherein said forwarding com-
prises forwarding using a shortest path first tree.

4. A priority based flow control method in a network node,
comprising:

receiving a packet on an internal ingress port of said net-

work node;

identifying a packet priority of said received packet;

identifying an initial set of internal egress ports to which

said received packet is to be forwarded;
modifying said set of initial internal egress ports based on
a selection of one of a set of forwarding trees that
includes a spanning tree and a shortest path first tree,
said spanning tree identifying a first set of other network
nodes for further forwarding processing of said received
packet, and said shortest path first tree identifying a
second set of other network nodes for further forwarding
processing of said received packet, wherein said selec-
tion is based on said identified packet priority, wherein
said modifying comprises modifying said set of initial
internal egress ports based on a selection of said shortest
path first tree from said set of forwarding trees; and

forwarding said received packet to said modified set of said
internal egress ports for transmission to said second set
of other network nodes for further forwarding process-
ing of said received packet.

5. The method of claim 4, wherein said identifying a packet
priority comprises identifying a packet priority using a type of
service field in said received packet.

6. The method of claim 4, wherein said identifying a packet
priority comprises identifying a packet priority using a dif-
ferentiated services code point field in said received packet.

7. A network device, comprising:

a plurality of ingress ports;

a plurality of egress ports; and

a packet processor that is configured to implement a prior-

ity based flow control process based on traffic priority
configuration information received from a system man-
ager device, said priority based flow control process
enabling said network device to identify a packet prior-
ity of a packet received on one of said plurality ofingress
ports, select one of a plurality of forwarding trees for
application to said received packet based on said iden-
tified packet priority, wherein said plurality of forward-
ing trees includes a spanning tree that identifies a first set
of other network nodes for further forwarding process-
ing of said received packet, and a shortest path first
forwarding tree that identifies a second set of other net-
work nodes for further forwarding processing of said
received packet, and forward said received packet to one
or more of said plurality of egress ports for transmission
to one of said first set and said second set of other
network nodes for further forwarding processing of said
received packet, said plurality of egress ports deter-
mined based on said selected one of said plurality of
forwarding trees.

8. The network device of claim 7, wherein said packet
priority is identified using a type of service field in said
received packet.

9. The network device of claim 7, wherein said packet
priority is identified using a differentiated services code point
field in said received packet.
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10. The network device of claim 7, wherein said received
packet is forwarded using a spanning tree.

11. The network device of claim 7, wherein said received
packet is forwarded using a shortest path first tree.
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